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Kimberley and Emit

The yeor is 2100. Kimberley courohon is the proud owner of Emit, o stlte -of-the-lrt
robot. she hos just unwropped him;the pockoging is strewn ocross the dining-room
floor. Enit is designed to replicote the outword behoviour of o humon being down to
the lost detoil (except thot he is rother more compliont ond obedient). Emit responds
to questions in much the ssme woy humons do. Ask him how he feels ond he will soy
he hqs hod o tough doy, hos o slight heodsche, is sorry he broke thqt vose, ond so on.
Kinberley flips the switch st the bock of Emit's neck to'oni Emit sprinqs to life.

Emit:
Kimberley:
Emit:

Kimberley:

Emit:

Kimberley:

Emit:

Kimberley:

Good af ternoon.  I 'm Emit ,  your  robot ic  helper  and f r iend.
H i .
How are youT Personally, I feel pretty good. A l itt le nervous about my
f i rs t  day,  perhaps.  But  good.  l 'm looking forward to work ing wi th you.
Now, before y0u star t  dolng housework,  le t 's  get  one th ing st ra ight .
You don' t  real ly  understand anyth ing.  You can' t  th ink.  you don' t  have
feelings. You're just a piece of machinery. Right?
I  am a machine.  But ,  o fcourse,  I  understand you.  l 'm respondinq in
Eng l i sh ,  a ren ' t  l ?
Wel l ,  yes,  you are.  You' re a machine that  mimics understandinq very
we l l ,  I  grant  you that .  But  you can' t  foo l  me.
l f  I  don' t  understand,  why do you go to the t rouble of  speakinq to
me?
Because you've bee n programmed to respond to spoken commands,
Outwardly  you seem human. You look and behave as i f  you have
understanding,  in te l l igence,  emot ions,  sensat ions,  and so on that  we
human beings possess.  But  you' re a sham.

Entt:
KimberleY"

Emit:
KimbeileY:

Emit:
Kimberley:

Emit:
Kimberley:

ls  Kimber ley correct? l t  may perhaps be t rue of  our  present-day machines that  they
lack genuine understanding and intell igence, thought and feering. But is it in principte
impossib le for  a machine to th ink? r f  by 2r00 machines as sophist icated as Emrt  are
bui l t ,  would we be wrong to c la im they understood? Kimber lev thouqht  so.
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A  sham?
Yes.  I 've been reading your  user  manuar.  Ins ide that  prast ic  and a i lov
head of yours there's a powerful computer. lt,s programmed so that
you walk,  ta lk  and general ly  behave just  as a human being would.
So you s imulote in te l l igence,  understanding,  and so on very wel .
But  there is  no genuine understanding or  in te l l igence going on
ins ide there.
There isn ' t?
No.  One shouldn ' t  muddle up a per fect  computer  s imulat ion of
something wi th the real  th lng.  you can pr0gram a compurer  ro
s rmura te  t he  ocean ,  bu t  i t ' s  s t i l l j us t  t ha t  -  a  s imu la t i on .  The re  a re  no
reol  waves or  currents or  f ish swimming around ins ide the computer ,
are thereT Put  your  hand ins ide and i t  won' t  get  wet .  S imi lar ly ,  you
just  s imulote in te l l igence and understanding.  r t 's  not  the rear  th inq.

But I be/ieve I understand you.
No,  you don' t .  You have no bel ie fs ,  no desi res and no feel ings.  In  fact ,
you have no mind at  a l l .  you no more understand the words coming
out  of  your  mouth than a tape recorder  understands the words
coming out  of  i ts  loudspeaker.
You' re hur t ing my feel ingsl
Hurt ing your  feel ings? |  refuse to feel  sorry for  a lump of  metal  and
plast ic .

Searle 's Chinese Room Thought-Exper iment

Kimber ley  exp la ins  why  she  th inks  Emi t  r acks  unde rs tand ing .She  ou t r i nes  a  f amous
ph i l osoph i ca l  t hough t -expe r imen t .

Kimberley: The reason you don't understand is that you are run by o computer.
And a computer  understands noth ing.  A computer ,  in  essence,  is  iust  a



6 O  T H E  P H I L O S O P H Y  G Y M

Emit:
Kimberley'.

device for shuffl ing symbols. Sequences of symbols get fed in. Then,
depending on how the computer  is  programmed, i t  g ives out  other
sequence s of  symbols in  response.  Ul t imate ly ,  that 's  a l l  ony computer
does,  no mat ter  how sophist icated.
Rea I lv?
Yes.  We bui ld  computers to f ly  p lanes,  run t ra in systems,  and so on.
But  a computer  that  f l ies a p lane does not  understand that  i t  is  f ly ing.
All i t does is feed out sequences of symboJs depending on the
sequences i t  receives.  l t  doesn' t  understand that  the sequences i t
receives represent the position of an aircraft in the sky, the amount of
fuel  in  i ts  tanks,  and so on.  And i t  doesn' t  understand that  the
sequences i t  puts out  wi l l  go on to contro l  the a i lerons,  rudder and
engines of  an a i rcraf t .  So far  as the computer  is  concerned,  i t .s  just
mechanically shuffl ing symbols according to a program. The symbols
don't meon onything to the computer.
Are vou sure?
Oui te sure.  I  wi l l  prove i t  to  you.  Let  me te l lyou about  a thought-
exper iment  in t roduced by the phi losopher John Sear le way back in
1980.  A woman is  locked in a room and g iven a bunch of  cards wi th
squiggles on them. These squiggies are,  in  fact ,  Chinese symbols.  But
the woman inside the room doesn't understand Chinese - in fact, she
thinks the symbols are meaningless shapes. Then she's given another
bunch of  Chinese symbols p lus inst ruct ions that  te l l  her  how

Emit:
Kimberley'.

to  shuf f le  a l l  the symbols
together  and g ive back
batches of  symbols in
response. W;_irr:t

= =

Emrt:
KinberleY:

Enit:
KimberleY:

Emit:
Kimberley:

Emit:

Kimberley:
Emit'.
Kimberley:

tnit:
Kimberley..

Enit:
Kimberley..
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That 's  a n ice story.  But  what 's  the point  of  a l l  th is  symbol-shuf f l ing?
Well, the first bunch of symbols tells a story in Chinese. The second
bunch asks quest ions about  that  s tory.  The inst ruct ions for  svmbol_
shuf f l ing -  her 'program' ,  i f  you l ike -  a l low the woman to q ive back
correct  Chinese answers to those quest ions.
Just  as a Chinese person would.
Right l  Now, the people outs ide the room are Chinese.  These Chinese
people might  wel l  be fooled in to th ink ing that  there was someone
ins ide the room who understood Chinese and who fo l lowed the story
r ig  ht?
Yes.
But ,  in  fact ,  the woman in the room wouldn, t  understand anv Chinese
a t  a l l ,  wou ld  she?
No.
She wouldn't know anything about the story. She need not even know
that there is a story. She's just shuffl ing formal symbols around
according to the inst ruct ions she was g iven.  By saying the symbols
are ' formal ' ,  I  mean that  whatever  meoning they might  have is
i r re levant  f rom her  point  of  v iew.  She's s imply shuf f l ing the m
mechanical ly  according to thei r  shapes.  She's doing something that  a
piece of  machinery could do.
I see. So you're saying that the same is true of all computers? They
understand noth ing.
Yes,  that 's  Sear le 's  point .  At  best ,  theyjust  s imulqte understanding.
And you th ink the same is  t rue of  me?
0f  course.  Al l  computers,  n0 mat ter  how complex,  funct ion the same
way.  They don' t  understand the symbols that  they mechanical ly
shuffle. They don't understand onything.
And th is  is  why you th ink /  don' t  understand?
That 's  r ight .  Ins ide you there 's  another  h ighly  complex symbol-
shuf f l ing device.  So you understand noth ing.  you merely  prov ide a
perfect computer simulotion of someone who understands.
That 's  odd.  I  thought  I  understood.
You only say that  because you' re such a qreat  s imulat ion !
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Emit is, of course, vastly more sophisticated than any current computer. Nevertheless,
Kimber ley bel ieves that  Emit  works on the same basic pr inc ip le.  l f  K imber ley is  r ight ,
then,  in  Sear le 's  v iew,  Emit  understands noth ing.

The'Right Stuf f

Emi t  now  asks  why ,  i f  he  doesn ' t  unde rs tand ,  who t  more  i s  requ i red  fo r
understandi  ng?

Emit: So what's the difference between you and me that explains why you
understand and I  don' t?
What you lack,  according to Sear le,  is  the r ight  k ind of  s fuf f
The right kind of stuff?
Yes.  You' re made out  of  the wrong k ind of  mater ia l .  In  fact ,  Sear le
doesn' t  c la im that  machines can' t  th ink.  Af ter  a l l ,  we humans are
machines,  in  a way.  We humans are b io logicol  machines that  have
evolved natura l ly .  Now, such a b io logical  machine might  perhaps one
day be grown and put  together  ar t i f ic ia l ly ,  much as we now bui id  a
car  -  in  which case we would have succeeded in bui ld ing a machine
that  understands.  But  you,  Emit ,  are not  such a b io logical  machine.
You' re merely  an e lect ronic  computer  housed in a p last ic  and a l loy
0o0v.

Emit 's Art i f ic ia l  Brain

Sear le 's  thought-exper iment  does seem t0 show that  no programmed computer
cou ld  eve r  unde rs tand .  Bu t  mus t  a  me ta l ,  s i l i con  and  p las t i c  mach ine  l i ke  Emi t
conta in that  sor t  of  computer? No,  as Emit  now expla ins.
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aware,  I  take i t ,  that  ins ide your  head there is  a bra in composed of
b i l l ions of  neurons woven together  to form a complex web?
0f cou rse.
Ins ide my head there is  exact ly  the same sor t  of  web.  0nly  my
neurons are n ' t  made out  of  organic mat ter  l ike yours.  They ' re metal
and s i l icon.  Each one of  my ar t i f ic ia l  neurons ls  designed to funct ion
just  as an ord inary neuron would.  And these ar t i f ic ia l  neurons are
woven together  in  the same way as they are in  a normal  human bra in.
I see.
Now, your organic brain is connected to the rest of your body by a
system of nerves.
That 's  t rue.  There 's  e lect r ica l  input  going in to my bra in f rom my sense
organs:  my tongue,  nose,  eyes,  ears and sk in.  My bra in responds wi th
pat terns of  e lect r ica l  output  that  then move my muscles around,
caus ing  me  to  wa l k  and  ta l k .
Wel l ,  my bra in is  connected to myart i f ic ia l  body in  exact ly the same
manner.  And,  because i t  shares the same archi tecture as a normal
human bra in -  my neurons are spl iced together  in  the same way -  i t
responds in the same way.
I  see.  I  had no idea that  such Brain-0-Mat ic  machines had been
deve looed.
Now that  you know how I  funct ion in ternal ly ,  doesn' t  that  change
your mind about  whether  or  not  I  understand? Don' t  you now accept
that  I  do have feel ings?
No. The fact  remains that  you' re s t i l l  made out  of  the wrong stuf f .You
need a bra in made out  of  organic mater ia l  l ike mine in order
genuinely to understand and have feel ings.
I  don' t  see why the k ind of  s tuf f  out  of  which my bra in is  made is
re levant .  Af ter  a l l ,  there 's  no symbol-shuf f l ing going on ins ide me,  is
there?
H'm. I  guess not .  You' re not  a 'computer '  in  that  sense.  You don' t  have
a program. So lsuppose Sear le 's  thought-exper iment  doesn' t  apply.
But  i t  s t i l l  seems to me that  you' re yust  o mochine.
But  remember:  you' re a machine,  too.  You' re a meot  machine,  rather
than  a  me ta l  and  s i l i con  mach ine .
But  you only mimic understanding,  feel ing and a l l  the rest .

KinberleY:
Enit'.

KimberleY"

Kimberley:

Emit:

Kimberley:

Emit:

Kimberley:

Emit..

Kimberley..

Emit:
Kimberley:
Emit'.

Kimberley:
Emit'.

l 'm afra id I  have to correct  you about  what 's  physical ly  ins ide me.
Rea I ly?
Yes.  That  user  manual  is  out  of  date.  There 's  no symbol-shuf f l ing
computer  in  here.  Actual ly ,  I  am one of the new generat ion of  Bra in-
0-Mat ic  machines.
Brain-0-Mat ic?
Yes.  Ins ide my head is  an ar t i f ic ia l ,  meta l  and s i l icon bra in.  You are

':( ; :
r'F I
& l



6 4  T H E  P H I L O S O P H Y  G Y M

Emit'. But what's you( lrgument for saying that7 ln fact, I know that you're

wrong. I 'm inwardly aware that I reollydo understand. I know I reol/y

do have feel ings.  l 'm not just  mimick ing a l l  th is  s tuf f .  But ,  o f  course,

it is diff icult for me to prove that to you.

Kimberley: I don't see how you could prove it.
Emit'. Right. But then neither can you prove to me that you understand,

that you have thoughts and feelings, and so on.
Kimbeiley: I suppose not.

Replacing Ki  mberley 's Neurons

Emit :  lmagine we were gradual ly  to  replace the organic neurons in  your

bra in wi th ar t i f ic la l  meta l  and s i l icon ones l ike mine.  Af ter  a year  or

so,  you would have a Brain-0-Mat ic  bra in just  l ike mine.  What  do you

suppose would happen to you?

Kimberlev: Well, as more and more of the artif icial neurons
were introduced, I would slowly cease
understand.  My feel ings and thoughts
would dra in awav,  and I  would
eventual ly  become inwardly  dead,  just

l ike you.  For  my ar t i f ic ia l  neurons
would be made out  of  the wrong sor t
of  s tuf f .  A Brain-0-Mat lc  bra in merely
mimics understanding.

Emit: Yet no one would notice any outward
difference 7

to

Kimberley:

Emit:

Kimberley:
Emit:

No,  I  suppose not .  I  would st i l l  behove in the
same way,  because the ar t i f ic ia l  neurons would per form the same job

as my or ig inals .
Right .  But  then not  even you would not ice any loss of  understanding
or feel ing as your  neurons were replaced,  would you?

Why do you say thatT
l f  you not iced a loss of  understanding and feel ing,  then you would

ment ion i t ,  presumably,  wouldn ' t  you? You would say something l ike:
'0h,  my God,  something st range is  happening.  Over the last  few

months my mind seems to have star ted to fade awayl '

KinberleY:
Enit:

KimberleY:
Enit'.

KimberleY'.
Enit:

Kimberley:
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I  imag ine  I  wou ld ,  yes .
Yet you wouldn't say anything l ike that - would youZ _ because your
outward behaviour, as you've just admitted, would remain the some
os usuol.
0h,  that 's  t rue,  I  guess.
But  then i t  fo l lows that ,  even as your  understanding and feel ing
dwindled towards noth ing,  you st i l l  wouldn ' t  be aware of  anv loss.
Er, I suppose it does.
But  then you' re not  inwardly  aware of  anyth ing that  you would be
conscious of  los ing were your  neurons s lowly to be replaced by metal
and s i l icon ones.
I  guess not .
Then I  rest  my case:  you th ink you' re inwardly  aware of  ,something '  _
understanding,  feel ing,  whatever  you wi l l  -  that  you suppose you
have and I ,  being a 'mere machine ' ,  lack.  But  i t  turns outyou,re
octuolly owore of no such thing.Ihis magical ,something, 

is an
i l l us ion .
But  l just  knowthat  there 's  more to my understanding -  and to these
thoughts,  sensat ions and emot ions that  I 'm having _ than could ever
be produced s imply by g lu ing some bi ts  of  p last ic ,  meta l  and s i l icon
toqethe r.

Kimber ley is  r ight  that  most  of  us th ink we' re inwardly  aware of  a magical  and
myster ious inner 'something ' that  we' just  know'  no mere lump of  p last ic ,  meta l  and
si l icon could ever  have.  Mind you,  i t 's  no less d i f f lcu l t  to  see how a lump of  organic
matter ,  such as a bra in,  could have i t  e i ther .  Just  how do you bui ld  consciousness
and understanding out  of  s t rands of  meat? so perhaps what  Kimber ley is  real ly
ultimately committed to is the view that understanding, feering, and so on are not
reolly physicol ot oll.

Bu t  i n  any  case ,  as  Emi t  has  j us t  po in ted  ou t ,  t he  mys te r i ous  , some th ing ,
Kimber ley th inks she is  inwardly  aware of  and that  she th inks no metal  and o last ic
machine could have does begin to seem i l lusory once one star ts  to conslder  cases
l ike the one Emit  descr ibes.  For  i t  turns out  that  th ls  inner 'something,  is  something
she could not  know about .  worse st i l l ,  i t  could have no ef fect  on her  outwaro
behaviour  ( for  remember that  Bra in-0-Mat ic  Kimberrey would act  in  the very same
way). As her thoughts and feelings, understanding and emotions both do affect her
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behaviour  and ore known to her ,  i t  seems that  Kimber ley must  be mistaken.  Indeed,
i t  seems i t  must  be possib le,  at  least  in  pr inc ip le,  for  non-organic machines to have
such mental states too.

Yet Kimberley remains convinced that Emit understands nothing.

Kimberley: Look, I 'm happy to carry on the pretence that you understand me, as
that  is  how you' re designed to funct ion.  But  the fact  remains that
you' re just  a p i le  of  p last ic  and c i rcu i t ry .  Real  human beings are
deserv ing of  care and considerat ion.  I  empathise wi th them. I  can ' t
empathise wi th a g lor i f ied household appl iance.

Emit  lowers h is  gaze and stares at  the carpet .
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What to read next I

Some of the same issues and

arquments covered in this

chapter  a lso  ar ise  in  Chapter

1 3, The Consciousness

Conundrum.  A lso  see Chapter

8, The Strange Case of the

Rat iona l  Dent is t

Further reading

The Chinese Room Argument

appears in John Searle's paper
'M inds ,  Bra ins  and Programs ' ,

which features as

Chapter  37  o f :

Nigel Warburton (ed.),

Ph i losophy: Bosi c Reod i ngs

l london:  Rout ledge,  1  999) .

Sear le 's  paper  can a lso  be

found in :

Douglas R. Hofstadter and

Daniel Dennett [eds), Ihe

Mi nd's I  (London : Penguin,

1981.1 ,  wh ich  a lso  conta ins

many other fascinating papers

and stories connected with

consc iousness .  H igh ly

recommended.

I

Emit:
Kimberley'.

Emit:
Kimberley'.

I  wi l l  a lways be just  a th ing to you?
0f  course.  How can I  be f r ie  nds wi th a d ishwasher-cum-vacuum
cleaner?
We Brain-O-Mat ics f lnd re ject ion hard.
Right .  Remind me to congratu late your  manufacturers on the
sophist icat ion of  your  emot ion s imulator .  Now hoover the carpet .

A forlorn expression passes briefly across Emit's face.

E m i t :  l u s t a t h i n g . . .

He stands st i l l  for  a moment and the n s lumps forward.  A th in column of  smoke dr i f ts
s lowly up f rom the base of  h is  neck.

Kimberley'. Emit? Emit? 0h, not another dud.


